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Dujon Smith: Hey, I'm Dujon Smith. I wear a 
few different hats. I sit on Soho Houses' Global 
Inclusivity Board. I am a classically trained 
baritone singer and an ensemble member of 
Definition Theatre Company. I'm a founder. As 
the co-lead for Accenture's Black Founders 
Development Program, I see myself as a 
champion for entrepreneurs and founders.

I think being a champion [00:00:30] comes 
with care and really supporting your 
entrepreneur, your friend, your colleague in a 
way that can set them up for success and doing 
everything that you can to move every mountain, 
every boulder out of the way. If anyone has 
watched Insecure and Issa Rae, I always just tell 
people, "I'm rooting for everybody Black in the 
enterprise tech space," and people get it. 
They're like, "Boom.“

Dujon's either going to help you get a check in 
the form of investment or a contract with a new 
client. To give a quick example of that, I 
[00:01:00] remember a couple of months back. 
It's the last Sunday in February, Black History 
Month. I was in LA at Soho Warehouse at a 
Black Creative Future event, which was 
amazing. The sun was shining, beautiful people, 
good food, good conversations. I run into a 
former Accenture colleague named Uduimoh. 
I'm like, "Oh, my god. What are you doing here?" 
He's in town doing some events. He left 
Accenture recently because he was a recent 
Forbes 30 Under 30 honoree for his new tequila 
brand, Jon Basil tequila, which is amazing 
[00:01:30] and smooth. He was just talking to me

about his desire to want to do more at Soho 
House and being an actual provider in this 
space, and not just popping up every now and 
then.

When I got home from LA on Monday, I was like, 
"I need to help this man. I need to make it 
happen. I have this role on a Global Inclusivity 
Board. What do I need to do?" I have no 
connections to the company at this point in time. 
I'm just trying to be this liaison that's helping him 
to secure a new deal to help him really grow his 
brand. Now, imagine two days later, [00:02:00] 
you wake up, and you're able to secure a 
meeting with the global beverage director for 
Soho House 3,900 miles away from where you 
are.

I tell the founder, "Hey, we have this opportunity 
to get in front of him. What do you think?" He's 
like, "Let's fly out there." I fly out there with him. 
We buy a ticket. 12 hours later, we hop on a 
flight after I get off work at Accenture and fly to 
London.

The next morning, I work, and we have 
[00:02:30] this meeting with this global beverage 
director: over 45 minutes, drinking tequila, 
talking about life, the story of why this brand was 
created, why it's so important, and why I believe 
this brand should be within the Soho House. He 
agreed. Two weeks later, his brand is in Soho 
House that any member can go in and purchase, 
and hopeful that we'll be able to have him in 
every Soho House across North America in the 
coming months.



But that's what I talk about with being a 
champion: [00:03:00] being that person that will 
move those mountains that will go through your 
Rolodex and try to find that one key decision 
maker that can change that person's lives. That's 
what I hope to continue to do with Accenture and 
this Black Founder's Development Program is I 
meet a founder, understand what they want, 
navigate the information ocean that is Accenture 
and the 750,000 employees that we have and 
key decision-makers that we have across this 
organization globally to get that one yes that will 
hopefully lead to cash or [00:03:30] a contract.

There's so much great talent at Accenture. I 
think that's our biggest asset: it's our people and 
the expertise that they have, the experience that 
they have with boots on the ground working with 
these clients and all of these industries and all of
these various functions. You talk about supply 
chain, procurement, finance and accounting, 
cyber security. When a founder comes in, and 
they're like, "Hey, Dujon, I have this cyber 
security solution for utilities," I know where I can 
at least navigate [00:04:00] them to, to talk to 
that person, to unlock some insight that they 
might not be able to find on Google or CB 
Insights or Crunchbase or any other market 
research report that you just have to know by 
working in that industry and having that intel. I 
am happy to, at least, be that face for external 
founders that are out there to say, "Hey, if you 
look at our website, you probably don't even 
know who to talk to. But at least you have that 
one champion that will comb the weeds and get 
knocked with the waves to make sure that you 
get to the right destination.“

[00:04:30] I understand the barriers. I myself was 
a founder that had struggles accessing capital 
and getting into rooms and spaces and not 
knowing... We always talk about code-switching 
in certain environments or using the right lingo or 
buzzwords to ensure that you were looked on in 
a way that would hopefully get you that check or 
hopefully get you that contract.

Then also, on the flip side, I would say

understanding business, technology, and law... 
important in this arena. [00:05:00] To be this 
young man in this environment, advocating for 
Black founders, understanding their plight but 
also understanding the business environment 
that they work in, the technology landscape that 
they're operating in, and then the legal 
implications that can affect the 
commercialization of their innovation or how 
they're structuring deals or what they're giving up 
when they get a check from a firm like Accenture 
or somewhere else, and then being able to 
dwindle that down to weekend language, so they 
understand, "Hey, look. You get this 500,000. 
This is the access and control you're [00:05:30] 
going to be giving up. Here are the economics 
around this, and this is what you need to 
negotiate on. This is standard. This is 
nonstandard," that has just made me such a 
triple threat in this space and a true champion on 
both fronts when you think about the double-
edged sword experience that you would have as 
a founder, but then particularly a Black founder 
in enterprise tech.

I feel like I am now in a space that can provide 
so much impact to people [00:06:00] that I 
necessarily didn't see during my early 
entrepreneurial journeys. If I had someone like 
me in my role back then, where would I be now? 
But I'm happy, at the end of the day, that I can 
be this person, to be this advocate, to be this 
champion.

This story was produced by Accenture's Black 
Founders Development Program. [00:06:30] Get 
in touch with any of the founders featured in this 
series to get them the two Cs, cash and 
contracts, that they need to grow.
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of the really kind of core things about GPT-3 was 
just how flexible it was. Like it used to be the 
case where for each of these use cases, like for 
translation, summarization and so on, you would 
build a very custom model and you would train it 
specifically for that use case. And what made 
GPT-3 different is that you could ask it or to kind 
of do any of these tasks, and we would do it at 
like state of the art or close to state of the art. So 
it would do it really, really well. And the way you 
would do it is, and we can talk about that a bit 
later, but you would basically do this thing called 
prompt decide where you would show it a few 
examples of what you wanted it to do than it did 
it really well. And when we kind of, you know, 
when we really thought about the generality of 
this this model, we thought like, well, you know, 
there's just so many different things you can 
apply this to. And, you know, we would be able 
to think about a few problems that kind of make 
sense for us and might have big, big business 
value and so on, but there's just so many more 
problems that other people know about that we 
don't know about. So actually the way to kind of 
make this maximally useful for everyone is to 
make it available as an API so that anybody 
could kind of take this technology and see like, 
what problems do I know about that I want to 
solve? And, and they could just apply it to the 
problem. And that's what we've actually kind of 
seen in practice is like there's tons of 
applications of GPT-3. which I don't think we had 
really thought about when we did that initial kind 
of brainstorming about how we could apply it. So 
I think in the end that's been a really, really great 
choice, I think. 

Fernando Lucini [00:09:30] Yeah. And I was 
going to say is exactly that. If you maybe, for the 
listener, put that into perspective so you, you've 
created this, this, this piece of science and 
technology that has effectively a great 
comprehension of the world that we're living 
through text. Then the next question is, what do 
we do with it? And I think you're totally right.  It's 
such an open question and there's so many 
things you could do that immediately think ok 
well, the places where we have conversations in 
chapel, it's just an easy one. You think, okay, 

that sounds good. And by the way, it's not where 
we're most fulfilled. It's just a good place to fulfill 
people where conversations are generally filled. 
You got the amount of documentation we read. 
By the way, I'm still waiting for somebody to 
crack how to use GPT-3 to help me deal with my 
email. So when you have 5000 emails a day, 
how do you get something that just helps you 
deal?  You don't have to answer for you though 
we may get there, right? So there's problems 
that are really intractable but opening it to the 
world means that to some degree, you know, 
you're really opening up to the imagination and 
the problem setting up everybody rather than set 
the rules beforehand, and that that's how you 
use it. This is good for summarization. This is 
good for classification. It's good for 
comprehension of language. How would you use 
it? Right. I think that's, I guess, where you guys 
were coming from that. 

Peter Welinder [00:10:49] Exactly. And, you 
know, and to your point that this is what we see 
today, like we see people that are, for example, 
tackling email with these language models. And I 
think, you know, one thing that GP-3 specifically 
and I think like one thing that has been really 
powerful to see is that the people that are doing 
that, they are developers, but they're not 
necessarily machine learning experts. And, you 
know, that's another very interesting thing that 
we found with GPT-3 was us, you know, it's 
almost like a new way of programing and doing 
machine learning where in the past the way to 
kind of get really good results was, you know, 
you would collect a bunch of data and then you 
would train the model on that data, you would 
get the model out or you would take like an 
existing modeling and you would kind of fine 
tune the model, would customize it based on 
kind of a new data set that you've got. And with 
GPT-3, the kind of new paradigm was this idea 
of either kind of zero shot or a few shots learning 
where you would either, for zero shot, you would 
essentially just ask the model what you want to 
do. So imagine like you wanted it to summarize 
a piece of text, what do you do? Well, you 
basically, you take the article, you paste it, and 
at the end of it you write, you know, summarize



the above article and you just give that text to 
GPT-3 and what you get out is a summary of the 
article. So like it's text in, text out. Similarly, if 
you want to do translation, you just ask, you 
know, translate the following sentence into 
French and you would write that in English or 
whatever other language, and then what you 
would get out is the translated sentence. And 
oftentimes if that wasn't enough, you would 
provide a few kinds of examples in your prompt. 
That's the thing that you sent to the model, and 
you'll get something out. And the powerful thing 
here was this is just the fact that to get really 
good results, you had to be really good at 
crafting the prompt. We call this kind of prompt 
design and in fact, you know, before we had 
done the official public release of the API, we 
had a few hundred people that we had given 
early access and e one of the best people to get 
the most impressive stuff out of this was not a 
like machine learning specialist. It was a guy 
called Andrew Mayne. He's actually an 
employee of OpenAI today, but we call him the 
GPT-3 whisperer. He was just really good at 
crafting these prompts, and he's also kind of a 
very accomplished writer. And the way he kind 
of got the models to do really amazing things is 
by kind of like writing a story around what it 
should do, and that was enough to kind of put it 
into the writing, right? Like mindset, you know, 
anthropomorphizing it a bit, but like setting it in 
the right way so that he could really output what 
you wanted. So what we saw is that the people 
that managed to get the most amazing things out 
of the model were not the people who were 
machine learning experts. It was the people that 
were just really good at crafting these prompts, 
just like spent a lot of time fiddling with it, playing 
with GPT-3 and so on. And so I think another 
thing that's happening here is just that it makes 
kind of really advanced AI accessible to way, 
way more people. And that's also what we've 
seen in terms of our user base. A ton of our 
users are building applications. They are not...As 
part of having played with GP-3, they start 
learning programing because they get ideas and 
they want to build companies around it rather 
than, you know, they come in as developers. 
And I think that's been quite powerful. And that

just kind of shows you that there's probably so 
much more things we can apply this to. And in 
some way, I think we're still really early here. 

Fernando Lucini [00:14:45] Because we 
talk...we should talk a bit about democratization. 
I'm not quite sure you guys were aiming to 
democratize this kind of AI, but ultimately it 
solves the problem, which explains why software 
engineers or people like that are really interested 
because they want to solve problems, and this 
solves problems. And then it's about the gaining 
the skill like this gentleman - we should put in 
the notes for the podcast so people can go to his 
website because it's quite a fun one. So people 
that just become, as you say, expert in making 
them the machine do what they need. They 
understand what it likes, what it doesn't like. And 
we're talk anthropomorphizing a little bit more. 
I'm going to call it a by-product. You're going to 
correct me and tell me if it or isn't.  But things like 
embeddings, so suddenly you're in a place 
where you have this model that can understand 
language and then we're trying to figure out how 
the world wants to use it. We're going to talk 
about use cases a little bit more, but we're 
effectively opening up to the world saying, world 
what would you do if the machine could help you 
with context and you know, and things like that? 
And some of the outcomes embeddings which 
for me as a data scientist and an engineer is the 
most fabulous things because it solves such a 
simple problem. I give you this, you tell me 
what's important and tell me what's important 
with a precision that I can actually count on to 
use in something else that I want to use over 
there. Right. How does that come out? I say I 
call it a by-product and I don't want to do that 
and get it wrong, because I have the utmost 
respect, I think it's the most useful thing. But how 
does that suddenly pop out of the machine? 

Peter Welinder [00:16:13] Yeah, that's a great, 
great question. And actually, it was funny kind of 
because, you know, the thing that pretty much 
everybody with, you know, AI background, 
machine learning background asked us after we 
had released GPT-3 is like, hey guys, I want 
access to the embeddings because if I get the



embedding, I can build much more powerful 
things around this. And you know, it actually took
us about a year before we released embeddings 
for GPT-3. And one of the big reasons was that it 
turned out that the straight embeddings that 
came out that you could get from these models... 
they were good, but they weren't great. So we 
actually had to put in a bunch of extra work to 
make these embeddings really, really, really 
powerful. But I think what we have found is that if 
you basically build embeddings on top of these 
large commercial models, like GPT-3 with a few 
extra kinds of tricks, then they have a much 
richer semantic representation of language. So, 
you know, what we've found is that these sorts 
of embeddings are much more robust to all kinds 
of semantic kind of noise and so on. What we've 
seen in practice is a ton of people now building 
on it. And I think you're right. You know, the way 
I look at it is sort of what is the modern kind of 
NLP stack becoming? And I think it's really kind 
of three things. It's like embeddings is a big 
piece because embeddings let you basically pull 
in relevant information and do all of these things 
like we like doing in machine learning. Like 
things like clustering and classification, you 
know, hooking it up to other systems like 
recommendation systems and stuff like that. But 
then I think the other big piece that GPT-3 
enabled is kind of the, the more text generation 
piece. That was just the thing that just barely 
didn't work before as you know. Like even 
though it worked in some specialized cases like 
translation, but in most cases, it was kind of 
pretty, pretty bad, you know? And then the last 
piece is sort of fine tuning where you can take 
both of these kind of building blocks and make 
them even better with more data. But I think, for 
example, one area where embeddings become 
extremely useful is if you want to do a truthful 
question and answering, if you ask deeply three 
questions like, you know, what's the capital of 
the UK? It will know that. It would probably know 
that the Prime Minister is Boris Johnson. It would 
know all of these facts about the United 
Kingdom, but you can also ask it about kind of 
arbitrary topics, and chances are it will make 
something up. And that's definitely a pretty big
shortcoming of GPT-3. Like the bigger these

models get, the more facts they know. But they 
don't have a great sense of when they know 
things and when they don't. And there's some 
really interesting extensions that people are 
building. For example, like DeepMind has a retro 
model that connects to its training data to 
become more truthful and so on. And the way 
you can kind of use embeddings, for example, is 
to find relevant sources, like give it to the model 
to be able to answer questions. So, for example, 
if you have a question about the United 
Kingdom, you can look through all of Wikipedia 
for things related to United Kingdom, but if you 
have embedded it all and find similar articles, 
give it to GPT-3 and GPT-3 can look at that 
information as it's answering questions and it 
can now answer it truthfully. So that's a way of 
like combining these building blocks now to you 
can get much better performance. And I think 
this is one thing that we'll see more and more. 
For example, in your example with emails like if 
you want to reply to emails, probably the best 
way automatically, for example, if you want to do 
that, to have like basically a bot that, you know, 
answers things as you would, you would call it 
similar emails, right? And you would give that to 
GPT-3, and it could probably do really well. 

Fernando Lucini [00:20:33] Based on the fact 
that I don't read them or answer them which is 
what it's gotten down to.  And we haven't spoken 
about it, but the world of search, which I also 
think it's one of those where embeddings and 
other things suddenly make more sense. By the 
way, we should throw a line so that it's really 
hard problem to solve, but because at the end of 
the day, you're trying to consume all that 
knowledge of a company and then you're trying 
to help people get what they want. But you're 
doing it with almost both arms behind your back 
because you're not context aware at all. To 
some degree, you're looking for keywords, and 
in some cases, you can get a little bit more 
advanced and do more interesting things. So 
suddenly you're in a place where, you know, 
context or comprehension is at the core of that, 
and you start doing the embeddings and you can 
start layering these things and with a bit of luck 
you get what you want. And again, it's a super



complicated problem where embeddings and 
other things are going to make a difference. And 
it just goes on and on and on the kind of things 
you can do, right?  

Peter Welinder [00:21:25] Yeah. And let me 
say one thing about that, which is that, you 
know, the problem with search was always like 
search for the Internet worked well. Like the 
reason Google worked well was because of 
PageRank because it found all these kind of 
links between pages that gave them sort of a 
trust score and so on. And the problem 
everybody always had was once you went inside 
of an organization to do search, you didn't have 
all those links and you weren't able to build the 
same kind of rank and so on, and so all you had 
was keyword search. And we all know keyword 
search is not great at all. It's really brittle for 
synonyms and it's not at all able to like to match 
semantic concepts. And I think what these new, 
much richer embeddings are able to do is to 
have a deeper semantic understanding of text 
such that you don't actually need that sort of the 
PageRank stuff. You can actually find stuff that 
is much more relevant to a particular question 
you're asking rather than thinking about 
keywords. You can just like, you know, write the 
question, embed it, look at similar embeddings 
of all your documents and find the documents 
that are most relevant to answering that 
question. That's a thing that just was not 
possible, like even like five or ten years ago or it 
was really, really bad. And it's getting to a point 
where it's just like scary good today. And I think 
that. 

Fernando Lucini [00:22:49] With the low 
barrier, which you're going to talk about, with a 
quite low barrier to entry, because the point of 
some of these problems are that when you don't 
have that comprehension, what you start doing 
is cooking queries, connecting things to things. It 
becomes very manual, and you can get to some 
degree of satisfaction. But you're effectively 
overcoming the fact that there's nothing here that 
has any comprehension of anything, right? 

Peter Welinder [00:23:09] Yep. 

Fernando Lucini [00:23:10] And we should ... 
when we talked about comprehension, and we 
should simplify that, maybe for the audience in 
simple ways. Right. And I know we talk about 
GPT-3 a lot because I'm fascinated by it, but you 
got things like you can ask questions. We've got 
something where we can ask the questions and 
you're going to get answers, which are going to 
be, you know, based on this enormous general 
knowledge basis. So you do that. You can 
interact in a natural language, I suspect, as 
natural as you're going to get. 

Peter Welinder [00:23:36] Yep. 

Fernando Lucini [00:23:37] So you can do that. 
These lovely examples of almost asking 
questions of GTP-3 around chess and just 
through the existence of games of chess in the 
data set to be able to literally forecast game 
place. I mean you can't make it up, right? You 
can ask if it finish the sequence and just through 
occurrences in the data and its understanding of 
those things for it to, you know, continue the 
sequence for you, right? 

Peter Welinder [00:24:05] Yep. You know. 

Fernando Lucini [00:24:07] And I guess I'm 
saying all this because you could go on and on 
and on and the limit is what needs do you have 
from the comprehension of the data, right?

Peter Welinder [00:24:19] That's right. And you 
know, the crazy thing about this is I think, you 
know, GTP-3 has been around for about two 
years now. And I think there's still so much work 
that needs to be done in order to understand the 
limits of this technology. With the models we 
already have today, there's so much more things 
you can do with them that I don't think we've fully 
discovered yet. And let me give you one 
example of this, and this is an example of how 
you get the models to kind answer questions 
better in some way and if you have hard 
questions the way a human answer them, they 
just they don't answer just impulsively 
immediately. They think about it a little bit. You 
know, they do a bit of reasoning in their head. 



And it turns out that you can actually get GPT-3 
to do the same thing. So there's really interesting
research, a very famous kind of data set in this 
domain, it's a data set called grade school math 
where you do things like you ask kind of simple 
math questions, but it's questions that need a 
little bit of reasoning. For example, if I ask you a 
question like, you plant a tree next year and then 
you plant two times that tree in the next year, 
and then you plant two times more trees the third 
year or so.... you’re kind of doubling the number 
of trees. But then every other year some deer 
comes in and eats some of these saplings like 
50% of the saplings or like 30% of the saplings, 
you know? How many trees will you have ten 
years from now? Like, you know, I don't think 
you will be able to answer it. 

Fernando Lucini [00:26:16] And I was going to 
say.... So I've got a 14-year-old autistic child who 
would be unable to answer this question 
because his mind is so extremely logical that 
would be like 'that doesn't happen in the real 
world. What are you on about? So it's overlaying 
the world of logic with the world, as you say, of 
reasoning, and reasoning is complex, nuanced. 
It requires understanding. It requires your 
knowledge of the world. Right. So that's why it's 
tough, right? That's why my little Jacob would sit 
there, and a look and you go, what are you on 
about? It doesn't happen in the real world 
because his world doesn't work like that. It's a 
beautiful mind, but it just doesn't work that way, 
right? 

Peter Welinder [00:26:56] Yeah, exactly. But 
what's really interesting is that if you ask a 
human this sort of question, like even if they 
cannot answer it immediately, they can sit down 
with pen and paper, like work out kind of a 
solution to it.  Or like, you know, if they're really 
good, they can reason through in their head. But, 
you know, it's going to take you them a minute to 
kind of do it. Right. And it turns out that, you 
know, you can ask GTP-3 to answer questions 
like that. And, you know, it would be wrong most 
of the time. But if you tell it to first reason 
through it, like, you know, go through the steps, 

like how would you solve this problem? And they 
kind of go and kind of keep track of things, then 
it can actually solve these sorts of problems. And 
I think this is really interesting because you can 
do the same thing for like questions. Like if you 
have a really complicated question on history, 
for example, you might want to do like a 
comparative analysis, and this answer to the 
question is a summary of that analysis and so 
on. And I think this is what we will actually see
kind of more and more of is just like where 
people are really good at teaching GPT-3 to do 
the reasoning that it needs to do in order to solve 
quite complex problems. And it turns out that the 
models we have today are already quite good in 
this domain. It's just that we haven't really 
pushed them far enough yet. 

Fernando Lucini [00:28:14] Thank you very 
much for listening to Part one of our recording 
and we look forward to seeing Peter again in our 
Part two. 
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and implement something that could be very 
impactful for their organization workplace.  And 
with that I would like to share my sincere thanks 
to both of you for accepting an offer to speak to 
us and wishing you all the best. 
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very much an exercise of aligning roles and 
responsibilities and understanding going through 
the process with the business of risk 
identification. So where are risks introduced 
through the products and services that we sell? 
We're able to sell them because and we operate 
in a regulated industry, therefore we need to be 
in compliance with our regulatory obligations.  

Where might we have failures to do that in our 
operations of selling those products and 
services? And so then it's working with the 
business and looking at those processes and 
then layering in the right levels of controls to 
ensure compliance. And that just takes time. It 
takes time to align with the business to do that 
risk identification process, to once you 
understand where there are risks, to work with 
them on creating the right controls around those 
risks. And then, of course, as a compliance 
department, then you need to set up sort of a 
check and challenge function around that. 

And we hear sometimes, "well, that feels very 
duplicative to what external auditors or our third 
line, maybe internal audit, is doing." And so one 
of the things that we've been working with is how 
can the business - and we could refer to that as 
the first line, or the business that's going out and 
selling products and services. They have a need 
to put controls in place to ensure that they're 
operating and in a compliant manner. Having 
said that, then there's this check and challenge 
or review by the second line. Now, what we want 
to do is we want that to be additive, not 
duplicative. And so that's one of the things that 
we're looking at is what are the controls that are 
in place at by the business and then what is the 
compliance able to do that's maybe more 
additive checking for different types of 
scenarios? So we're building on layers of check 
and then you have your internal audit again 
leveraging the same underlying data but also 
then creating additional tests and being additive. 

And then you have your external auditors. So the 
idea here is instead of us being completely 
overwhelmed and having redundant testing, 

actually thinking through how we could make it 
additive and look for new and enhanced 
scenarios at each point. So I think that's where 
compliance can really help focus on working with 
the business to build out a firmwide risk 
management, compliance, and risk framework. 

Thanks, Jessica. I'll move on to our next 
question here. A topic our organization is 
focused on is the real cost of non-compliance. 
Any suggestions on how to best quantify this 
cost? 

Well, I'm working on it. It's a tough one. The cost 
of noncompliance is so multi-factor in a sense 
that what you have, if I go back to this slide, it 
isn't just the fines, but in fact, it can be if you 
have been fined, or if you are under a consent 
order, or you have regulatory scrutiny. It's the 
cost of the additional supervision. It's the cost of 
being in the penalty box, so to speak, with your 
regulator. And maybe you won't be able to do -
like in the financial services area, if you are 
under consent order. What we actually have 
been doing is looking at market cap and stock 
valuation of firms during the time that they're in 
the penalty box with under their consent order 
and can't do any organic growth or M&A versus 
their competitors who aren't. And you can really 
see the market growth or the market share that 
their competitors will gain that they won't. So 
there's enormous opportunity cost in terms of 
your ability to grow your firm. And this adds up. 

Then you have to add- we saw one firm. They 
had to when they were fined by their regulator. 
Their compliance department went from 2000 
people globally to 5000 people globally. And that 
cost was something north of $1 billion. And that's 
just in addition to the fines that they're receiving. 
So you're losing your market share. You’re 
losing your competitive advantage. You have 
reputation risk. You're not just receiving fines. 
But now, if you're in the penalty box, you can't 
grow.And so, how do I even begin to quantify the 
cost ofnon-compliance? It's so difficult because 
it's such a bigger number than what they think or 
what they see in the headlines. If the headline is



they were fined $1 billion, they're paying that 
tenfold in terms of being able to do the 
remediation, build their reputation back up, get 
out of the penalty box with their regulators, and 
begin to gain market share again or to be able to 
grow as their competitors have done. 

And they may in a very like changing technology 
environment, for example, they may lose their 
competitive position altogether. And so, I think 
the cost of non-compliance and how you even 
begin to create an ROI for that is staggering. 
And the fact that, going back to that cost 
pressure, the costs of compliance increasing by 
30%, but compliance officers not seeing any 
increase in their budget. It's so surprising 
because they're under cost pressure. So they're 
doing more with less, which compliance always 
has. 

But when you really think about the cost of 
noncompliance or not having that culture of 
compliance, the cost is too great. 

Thanks, Jessica. We also had a viewer that 
commented, there's also a cost to retaining 
employees who find the situation upsetting. So 
there's a lot of layers to it, for sure.  

So what I'll do is I'll wrap up here just so we can 
give our attendees some time to take their CPE 
exam. Once again, I would like to thank 
Samantha Regan and Jessica McDermott for 
this presentation, and I'd like to give a special 
thanks to Accenture for making this webcast 
possible. If you would like a copy of the slides 
that were just presented, you can download it 
from the dropdown menu on the bottom left hand 
side of your screen. 

Once again, to obtain your CPE credit for this 
presentation, please disable your pop-up lockers 
in order to access the exam. The webcast will 
close automatically, and a final examination will 
be presented in a separate window. If you have 
trouble viewing the CPE test or receiving the 
CPE certificate, please send an email to
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webcast@Complianceweek.com. This webcast 
has been recorded and will be available later 
today to Compliance Week members on our 
website under the Webcast tab, which also 
contains a library of additional webcasts. 

If you would like to learn more about becoming a 
member, please contact us at 
info@complianceweek.com. This concludes our 
webcast. Thank you again for joining us and 
enjoy the rest of your day. 
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