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C2 General

Our FinOps goal

In the biggest transformation program within Vodafone, we want 
to reduce the AWS Cloud cost and keep it under control moving 
forward. 
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Adventure Quests

1) Management mandate for Cloud cost 
control. 

2) Reserve in each Program Increment 
capacity for the DevOps teams to reduce  
and control their Cloud cost.

How we are addressing it 

DevOps teams are often under pressure to 
deliver new functionalities, Cloud cost 
optimization need to fit into the plan.
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Adventure Quests

1) Educate DevOps teams about the 
importance of Cloud cost control. 

2) Promote shared responsibilities. 

3) Establish Vodafone FinOps Community. 

FinOps culture to improve. DevOps teams 
need still guidance, tracking, reminders to 
identify and implement Cloud cost 
optimization actions. 

How we are addressing it 
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Approach

1.
Foster FinOps 

Culture & 
Governance

2. 
Identify

3. 
Track

4. 
Implement

5.
Report

1. a) Establish basic governance. 
b) Foster Cloud cost control #Everybody_is_FinOps 
c) Vodafone FinOps Community. 

Weekly sessions
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Approach

1.
Foster FinOps 

Culture & 
Governance

2. 
Identify

3. 
Track

4. 
Implement

5.
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2. Identify and share cost savings actions 
showing DevOps team how to do it.

AWS native 
services
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Approach

1.
Foster FinOps 

Culture & 
Governance

2. 
Identify

3. 
Track

4. 
Implement

5.
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3. Track progresses.
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Approach

1.
Foster FinOps 

Culture & 
Governance

2. 
Identify

3. 
Track

4. 
Implement

5.
Report

4. Evaluate and implement 
cost savings actions. 

AWS native 
services
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Approach

1.
Foster FinOps 

Culture & 
Governance

2. 
Identify

3. 
Track

4. 
Implement

5.
Report

5. Report achieved spend reduction.
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Achieved Cloud spend reduction
Achieved 30% AWS Cloud spend reduction, despite planned Cloud growth (built new 
environments, High Availability setup).

Feb
(Kick Off)

September
(last month data)

8 months

March April May June July

+54% -40%

+14%

New TEST stages 
+ HA Spike in EKS working nodes creation due 

to incorrect pods CPU, Memory 
reservation on one big application suite.

+6% -8%
-21%

-15%

Aug

-30%

Feb

Sept

Massive clean up + 
savings plan renew Continue Clean up, resizing, stop&start, 

logs optimization, RDS reservation.
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Main optimization measures

Clean up
Know your infrastructure

Delete not needed resources

Turn off if something is temporarily not 
needed 
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Main optimization measures

Right size
Monitor resources utilization

Convince applications vendors
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Main optimization measures

Watch your logs
Avoid unnecessary verbose logging

Send to AWS Cloud Watch only required 
logs
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Lessons learned

What we could have done better
Do an AWS FinHack earlier

Promote awareness about Cloud cost 
control from the beginning

Implement “applications for the Cloud” 
(e.g., no lift and shift, but according to 
the AWS Well-Architected framework)
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Next steps

Update budget 
alerts in all accounts
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Next steps

Re-architect applications to 
optimize Cloud cost (e.g., 
Serverless, AI, ML)

Update budget 
alerts in all accounts

Control Cloud cost in line with 
planned Cloud growth

Use more AWS managed 
service to reduce TCO



C2 General

QA




