The huge opportunities and benefits that AI offers don’t come risk free, of course. What kind of innovation does? But it certainly pays to begin an AI journey with a clear-sighted view of what the risks might be for an organisation.
So, what are they? We think there are four principal risks that must be considered up front. These relate to trust, liability, security, and control:

**TRUST**
How do we demonstrate to citizens that an AI is safe to use? How do we avoid biases, unconscious or not, being written in from the outset? The answers to these questions lie in transparency and accountability. Decisions taken by an AI must be open to appeal and interrogation.

**LIABILITY**
What happens when an AI makes an error – or even breaks the law? Who is legally responsible? Changes to legislative and regulatory requirements will need to be monitored carefully.

**SECURITY**
How do we prevent unauthorised or malicious manipulation of an AI? Security becomes paramount, and is compounded by the increasing use of open source code.

**CONTROL**
What happens when a machine takes over a process? How does a human take it back if they need to? Careful thought is needed about when and how control is transferred between humans and AIs. For example, it is all very well providing a human riding in a self-driving car with the means to take control but if they are not paying attention 100% of the time, they will be unlikely to intervene fast enough in a critical situation.
72% of executives report that their organisations seek to gain customer trust and confidence by being transparent in their AI-based decisions and actions.¹

Accenture Technology Vision, 2018
Accenture Launched “Pinterest For AI Education”, a new technology platform to train more than 180,000 of its employees globally in the latest digital technologies in just over 20 months. It now plans to use the interactive platform with clients to help develop their IT workforces in critical areas such as digital, cloud, security and artificial intelligence. The Accenture Future Talent Platform integrates learning services and curriculum on as-a-service and mobile platforms to help workforces move away from traditional training and foster a culture of continuous learning.²

These issues are something we’ve given a great deal of thought to at Accenture. Our strong recommendation is to take a “human first” approach to AI thinking. And that means adopting a framework for what we call “Responsible AI”. This framework recommends mitigating the risks of using AI with four imperatives: govern; design; monitor; and reskill:
01. GOVERN
Create the right governance framework for AI to flourish. Anchor it to your organisation’s core values, ethical guardrails, and accountability frameworks.

02. DESIGN
Build trust into your AI from the outset by accounting for privacy, transparency, and security from the earliest design stage.

03. MONITOR
Audit the performance of your AI against a set of key metrics. Make sure algorithmic accountability, bias, and security metrics are included.

04. RESKILL
Democratise the understanding of AI across your organisation to break down barriers for individuals impacted by the technology.

It’s also vital to remember that humans can be susceptible to unconscious bias. And that has big implications when it comes to coding and training an AI and selecting the data sets it will use. This is an area in which general standards may be required. Collectively, we may need to aspire to a higher degree of responsibility from our AIs than we would necessarily demand from human colleagues.
The need to explain

There is one thing above all that will ensure public trust is maintained when an organisation starts using AI: “explainability”. In other words, being ready to explain how and why an AI came to the decision it did. This is something that certain regulated industries are already familiar with. Financial services institutions, for example, are required to explain the decisions they take that affect their customers.

But there’s also a broader issue here: humans are more likely to trust something they understand. So “explainable AI” becomes a vital part of any AI strategy.

DARPA’S EXPLAINABLE AI CHALLENGE

DARPA, the Defense Advanced Research Projects Agency, has launched an explainable AI (XAI) programme with the goal of creating a suite of machine learning techniques which produce more explainable models. The models will be combined with interfaces capable of translating them into understandable and useful explanations for human users.³
In fact, that’s easier said than done. Machine learning is often by its very nature a “black box” exercise. In other words, it operates in ways that can make it very hard to explain how it arrived at the outputs it produced. But many AI practitioners and data scientists are thinking about this question, and new approaches offering better explanations of the science underlying AI decisions will likely soon emerge.

In the meantime, there are some practical steps that every business can take now to make their AI more explainable:

**01. INVENTORY**
Think about the decisions that are or will be taken by AI in your organisation. Which of them would require an explanation – or create an expectation of one? Do they relate, even indirectly, to key areas like employment, recruitment, lending, education, healthcare, housing, inclusion, or safety?

**02. ASSESS**
Consider any quantitative and qualitative models that are already providing explanations for decisions taken by AI. How are they performing for their intended recipients?

**03. DESIGN**
Revisit the design principles used for your AI. How could they make the process of making decisions more human-centred and understandable?

**04. AUDIT**
Review the data. How do you ensure your AI is using data sets that reflect the evolving nature of your workplace?
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